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Figure 1: Comparison of a key visual with traditional (left) and alternative (right) workflow

ABSTRACT

VFX and animated movie production creation processes are exposed
to constant improvement, optimization and innovation, and film
schools have to reflect these developments in their education. At
the current point in time, almost any visual demand can be realized
given the necessary human, technical and time resources. Close
to real-time rendering technologies can reduce creation times and
therefore increase the number of iterations that can be carried out.
Both of this can lead to cost and energy savings but comes with
having to deal with unconventional creation processes and qual-
ity restrictions. Raising awareness about potential CO; emission
reductions through innovative technology use is an educational
imperative in academic education.
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This report compares a typical offline production pipeline for
VEFX creature shots with a near to real-time workflow using a raster-
ization engine as commonly used in game engines (real-time). The
goal here is to start a, from the viewpoint of the authors, necessary
"quality in demand" discussion rather than focusing on brand and
feature set comparisons. Required optimizations and shortcomings
will be discussed as well as the increased iteration opportunities
due to reduction in offline render times. Quality aspects of both
approaches are compared in a quantitative study evaluating the
overall quality and visual difference presented to a diverse audience.

This work has been created in the context of a film school and
the development of future skill-sets. Additionally, in the last years,
a sustainability discussion for all aspects of film productions has
started. We experience a high demand among young filmmakers to
understand what it is that they can actively do to lower the carbon-
dioxide footprint and produce more sustainably. Therefore, we will
also explain how we address these challenges in our curriculum.
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« Applied computing — Arts and humanities; » Social and pro-
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the environment.
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1 INTRODUCTION

With a raising awareness about film industry’s environmental im-
pact in general and animation/VFX specifically, film schools need
to put an emphasis on educating their students about viable op-
tions for more sustainable production [ALBERT 2022]. The VFX
for a student short film, which recently won a prestigious VFX
Award, includes a digital creature that was created by final year
VFX, Animation and Technical Directing students. The project du-
ration was 18 months, simulating industry workflows with one goal
in mind: creating cinema-grade effects with a believable design,
natural movement, photo-realistic rendering and integration. The
VEX team settled on a conventional workflow utilizing optimized
offline rendering to maximise flexibility but also reasonable use of
resources. The research and development department of the film
school took this unique opportunity to design and develop a sec-
ondary pipeline for a near real-time rendering workflow in order
to provide students with an exemplary case study. This was done
by relying on rasterized rendering and optimized assets, striving
for visually similar appearance in order to evaluate an efficient
potential future VFX pipeline. The goal of this was to on the one
hand showcase the technical capabilities of near real-time rendering
while on the other hand raising awareness for the students about
potential energy savings and in general environmental impacts
of the industry. We posit that it is especially at the levels of film
schools and in general in university education that one can find
an environment that allows for experimentation in technological
approaches, relatively unrestricted in comparison to the strict bud-
getary considerations of film industry productions. Moreover, it is
at this stage in students’ careers that they need to be made aware
of the industry’s environmental issues in order to themselves be
the incubators for change once they find their positions in said in-
dustry. The use of close to real-time rendering - whether in regular
VFX or through in-camera-VFX with e.g. large-scale LED volumes -
can be one element of that change - as has been pointed out[Film
Paris Region 2022].

2 ESTABLISHED INDUSTRY WORKFLOW

The original creature asset was created for super close-up shots in
4K. Using industry standard software for modelling, rigging, anima-
tion, muscle, fat and skin simulations. Geometry caches, grooming,
drool and rigid body dynamics were compiled for final lighting,
shading and rendering. The original amount of textures (36 4K
UDIM body textures, 4 4K face UDIMs, 9 4K eye UDIMs) was re-
duced before rendering and optimized shaders were developed
to save render time. The final render output consisted of diffuse,
specular, sub-surface scattering per light and albedo and ambient
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Figure 2: Selection of render passes for traditional workflow

Table 1: Time and Energy comparison for a single frame and
entire production

Rendering Time

Pass Path Tracing Rasterization
Beauty (incl. groom) 88 min. 2.1 min.
Tech & Mask 80 min.
Drool & Drool Tech 51 min.
Time per frame 219 min. (3:39 h) 2.1 min.
Total Energy 14 MWh 0.3 MWh

occlusion information, while the tech passes included depth infor-
mation, cryptomattes, position, normal and custom mattes (Figure
2). This workflow provided the needed flexibility for detailed adjust-
ments and control over all passes and light sources. Through the
added flexibility via Arbitrary Output Variables (AOVs) per light,
lookdev processes moved to compositing. Average computing times
can be obtained from table 1.

3 NEAR REAL-TIME WORKFLOW

To convert the high quality asset from an offline renderer to a
real-time workflow, several optimizations and conversions were
required. Texture resolution had to be reduced for the creature to
10% (from 40 4K UDIMs to 1 8K UDIM). The hair was reduced in
number (187k to 51k) and detail (3510k to 461k hair points) and
exported as animated cache, then converted from curves to a mesh.
The drool FX was also exported as geometry cache with reduced
polygon count.

The employed rasterizer, just like GPU versions of offline ren-
derers, features real-time feedback when working on lighting and
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adjusting shader attributes of static geometry, though it lacks indi-
rect lighting. For an animated scene, it only offers direct lighting,
screen space and environment reflections. Compared to the offline
solution, the biggest time and resources advantage lies in the rapid
final output generation.

While basic render passes (also referred to as AOVs) for the real-
time engine like Normal and Depth work out of the box, position,
SSS, UVs, motion vectors, and others are more challenging or even
impossible. Geometry displacement was not possible and as such
the silhouette appears more flat and undefined. Physically correct
motion blur for the alembic caches was not possible either. This
task was shifted to post-production, applying motion blur as frame
interpolation.

Final renders were in 4K and required approximately 130 sec-
onds for beauty and tech passes. Also notice that the near real-time
feedback was limited to camera, light and shader interactions. Ani-
mation updates required about 10 seconds to process. This relatively
long delay was mainly caused by the complexity of the geometry.

Graph 1: "How convincing did you find
the staging of the creature?”
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4 COMPARISON

Comparing both versions demands careful consideration. Most
importantly, it needs to be emphasized that the near real-time
version of the asset is optimized and would also perform better
(reduced render time) when used in the offline pipeline. Notice
that one goal of this comparison was to find out what an audience
response to these versions would be and to identify shortcomings
in real-time workflows.

Using a near real-time renderer based on rasterization comes
with restrictions and shortcomings. The lack of having similar ren-
der passes for a traditional post-production process appears most
prominently. Mesh resolution, texture resolution, AOVs and shad-
ing need to be limited. Additionally, tasks like grooming, FX and
physically correct motion blur remained impossible. Offline ren-
dering setups are still offering additional features including: full
AOV output with custom AOVs, ray-traced lighting, fully customiz-
able shading and more - though at the cost of longer render times,
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limiting fast iterations and near real-time adjustments to the final
output.

Similar to professionals, the students were preferring maximum
quality imagery and flexibility in post-processing and relighting
while successfully targeting optimization. At the same time, relight-
ing in post-production may soon be shifted towards direct adjust-
ments in (real-time) engines, moving work done by a compositor
in 2D to the actual 3D scene. Such workflows can lead to enormous
time savings as described in the Animation Field Guide[Bousquet
2022].

In future, both worlds (offline and real-time) will most likely
evolve towards a parity of feature sets. Advances in graphics hard-
ware and the use of machine learning are enabling more and more
offline technologies to become real-time capable[Nicolet et al. 2023].
However, the potential iterations one can perform appear to be most
effective with a real-time workflow for now. Hybrid rendering and
optimisations towards real-time path tracing are evolving quickly
[Ouyang et al. 2021], fulfilling similar time and cost reduction pos-
sibilities as rasterized rendering. It should be considered though,
that the energy demand of traditional path tracing is significantly
higher. A general discussion on quality vs. spent resources (mostly
time and energy) seems adequate.

In this comparison scenario additional effort was spent on re-
ducing the complexity of the initial asset for real-time rendering
without sacrificing visual fidelity. While this is a big overhead when
originally creating the assets for an offline rendering pipeline, this
overhead can be reduced drastically when a production targets real-
time rendering already at initial asset creation time. On top, assets
for real-time use open up opportunities for Cross Media reuse in
e.g. games, XR projects, and Virtual Production [Helzle et al. 2022],
making the asset more valuable in itself.

Graph 2: "How realistic did you find
the creature’s surfaces?"
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5 EVALUATION AND STUDY

A quantitative study with a heterogeneous audience has been con-
ducted to test the visual impact of creature VFX shots created with
a real-time engine compared to a traditional offline path tracer.
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We aimed to test the perception of various quality aspects with
the end-user audiences. Therefore, we ran the evaluation on 77
participants divided in two groups, each being shown one version
and answering the same qualitative questions on a 1-10 likert scale.
Among the criteria to score the quality of the VFX were: animation,
deformation, digital surfaces and staging. The combined quality
aspects were rated high in both groups. On average for the path
tracer version across all questions 85% rated the quality criteria 7
and higher. On average for the real-time version across all questions
70% rated the quality criteria 7 and higher.

The evaluation audience were mostly students from another
university majoring in media studies in the humanities and in large
scale without professional background in VEX. Graph 1 asked for
the quality of the staging with peaks for path tracing (Mean=7.74,
StdDev=1.53) at Quality 8 and 7 for the real-time version (Mean=6.87,
StdDev=1.92).

When asked to score the quality of the creature’s surface we
noticed weaker responses for the real-time version (Mean=7, Std-
Dev=2.14) in scores 8 to 10 (Graph 2). This indeed makes a lot
of sense since displacement was not possible to the extent of the
path tracing (Mean=8,18, StdDev=1.6) version resulting in less re-
alistic surface properties and related shading effects like Ambient
Occlusion. In Graph 3 we asked for the quality of the creature’s
movements resulting in somewhat similar results for path tracing
(Mean=8.49, StdDev=1.5) and the real-time version (Mean=_8.32, Std-
Dev=1.53). This is not surprising as the animation of the creature has
not been altered. The response to the question on how natural the
deformations of muscle and skin were perceived (Graph 4) resulted
in somewhat similar results between path tracing (Mean=8,32, Std-
Dev=1.49) and and the real-time version (Mean=7.95, StdDev=1.84).

Graph 3: "Would you rate the movements of the
creature rigid(1) or smooth(10)"
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The findings of this study beg the question whether less flexi-
bility and fewer limitations in visual fidelity are worth trading for
drastically increased iteration capabilities and reduced render times.
Additionally, and most importantly in regards to building awareness
among future industry professionals, significant energy savings
can be achieved using the real-time approach. The energy budget
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for the path tracing version (rendering and compositing) was 14
MWh which is within its projected limits for final year projects and
emphasises the professional and efficient workflow the students
created. However, the energy effort for the real-time version was
estimated with just 0.3 MWh and is therefore magnitudes lower by
using less than 3% of the path tracing energy budget.

Graph 4: "How natural did you find the
deformations (muscles and skin) of the creature?”
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6 CURRICULUM 2.0

The teaching structure at the institution submitting this work is
based on "project studies”. This means that the students are mostly
involved in hands-on projects during the four-and-a-half-year (two-
and-a-half for post-graduates) course. This is complemented by
lectures mostly from industry experts in all disciplines of media cre-
ation with a dedicated focus on Animation, VFX, and XR. Constant
feedback to senior lecturers in weekly presentations and one-on-
one meetings monitor and improve the progress of the projects.
This teaching foundation has proven to provide a good basis for
students to apply emerging and new technologies in the creative
process of film making. Dedicated workshop seminars like the Set
Extension Workshop (Figure 3) allow for early exploration with
new technologies and research results and have for several years
been focusing on teaching participating students about employ-
ing game engines as a means for energy savings[Filmakademie
Baden-Wiirttemberg 2023].

In addition to the vivid curriculum structure, the film school
also runs its own research and development department. It has
engaged in diverse technological developments with a dedicated
focus on Digital Humans [Helzle and Goetz 2018] and Virtual Pro-
duction[Spielmann et al. 2016]. Active involvement in regional
and European projects with academic and industry partners has
proven to be a constant driver of innovation which can support
and enhance the project workflows significantly. This has been
particularly evident over the last years with the institution actively
partnering in three European Union funded projects with dedi-
cated focus on Extended Reality[EMIL 2024][MAX-R 2024] and the
training of associated skill-setsflPANEURAMA 2024].
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The dedicated post graduate course "Technical Directing" [Fil-
makademie Baden-Wiirttemberg 2024] is run by the research and
development department and ensures the required technology trans-
fer from the research department into student projects. Students
engage in their own research topics mentored by the academic
research staff [Maurer 2024]. With their background traditionally
in computer science or associated fields they tackle the techno-
logically challenging aspects of film, media and XR productions.
Additional lectures and introduction seminars by the research staff
support this effort.

Figure 3: Annual Set Extension Workshop

7 CONCLUSION AND OUTLOOK

The presented work should be understood as a starting point for
a discussion about quality demands and potential future creation
workflows as well as sustainability options in our industry. The
study emphasises how close both approaches are in terms of quality
and makes room for broader discussion on future pipelines and
demands. What was presented to a clearly arranged student project
can’t easily be applied at large scale - as of now. However, with
the increased strive for cost efficient and sustainable solutions, the
question arises: Will it be sufficient for future artists and technicians
to exclusively target highest visual fidelity or will the focus of
creative work also shift towards asset optimization and achieving
comparable results with drastically reduced compute power? The
authors are aware that studios and streaming providers dictate the
technical conditions to their vendors, making it even more difficult
to adapt to new creation processes. However, if there is room for
change, this work should be understood as a supplemental tool.
Various attempts have been made to transfer and convert assets
for reuse in other purposes. Most of these solutions are still in
an early stage, often developed in-house while demanding for a
high level of maintenance [Trottnow et al. 2020]. It might be worth
reconsidering asset creation from scratch with the opportunity of
close to real-time systems in mind. In any case, the tendency to
use near real-time technology in movie production is increasing
with high-speed. The proposed near real-time rendering creation
pipeline (Blender EEVEE) is close in terms of quality compared to
the traditional path tracing workflow (Arnold) and enables faster
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iteration on lighting and look development, ultimately resulting in
faster delivery for the compositing stage. As an educator we see an
increased effort in adjusting our curriculum and creation pipelines
toward these new opportunities to prepare the next generation of
creative talent for a flexible and sustainable future.
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